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Abstract

Commensal radars make use of transmitters of opportunity to detect, locate and track targets in a manner that is non-detrimental to these transmitters. The target detections are displayed on amplitude-range-Doppler plots and follow curved trajectories with time. In the case of FM band commensal radars, these detections are subject to low and fluctuating range resolution making them difficult to follow visually. This complication can be alleviated by tracking the targets in the range-Doppler space. This project compares the Kalman, polynomial and recursive Gauss-Newton tracking filters for this purpose by using simulated and real data. The filter performance is evaluated on: tracking errors, computational load, data association statistics and real data tracking. All three filters perform well, however the recursive Gauss-Newton filter tracks the most targets in the real data, achieves low errors and is the most efficient in terms of computational load.
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Chapter 1

Introduction

A commensal radar makes use of one or more transmitters of opportunity to detect and range targets. This is done in a manner that is non-detrimental to the transmitters in question and so allows for undetectable operation. As demand for bandwidth in the electromagnetic spectrum grows, a system that makes use of existing transmissions, such as commensal radar, presents itself as a clear advantage. Making use of transmitters of opportunity also allows commensal radars to operate at frequencies which would previously have been unavailable to radars because of spectrum licensing [1]. There is also a cost benefit: transmitter cost can be in the region of one third of the overall cost of a radar system. Reduced power consumption and longer integration times are also advantages.

Transmitters of opportunity can be anything from cell phone tower transmissions [2], analogue [3] and digital [4] television broadcasts and even space-borne (Global Navigation Satellite Systems (GNSS), etc.) broadcasts [5]. There have even been demonstrations of Wi-Fi based systems [6]. FM radio broadcasts are favoured because of their high average transmit powers, wide deployment, noise-like waveform and simple receiver structure [7].

UCT’s Radar Remote Sensing Group (RRSG) has a FM band commensal radar (FMCR) system under development [8]. Targets are located by cross-correlating
a reference signal with the reflected signal, producing amplitude-range-Doppler (ARD) plots. Targets appear as peaks at positions relating to their bistatic range and bistatic Doppler frequency. Displaying successive ARD plots allows one to observe the target progressing along a trajectory. However, the bandwidth of FM radio signals is relatively low (100 kHz at best), which gives rise to poor range resolution. In addition to this, the bandwidth varies with the content being broadcast [9] which results in ‘range smear’. This range smear results in the target spreading out across most of the range cells for the duration of the low bandwidth transmission. Figure 1.1 shows two ARD plots produced by the RRSG’s commensal radar system, one depicting a well defined target and the other showing an example of range smear.

From these ARD plots, target localization (by multilateration) and tracking needs to be performed [10]. This process is complicated, however, by the poor range resolution as well as range smear. While Doppler-only tracking has been proposed [11, 12, 13] to circumvent the issue of poor range resolution, there remain various data association issues that have to be solved. For example: whether or not all the receivers are observing the same target; and in the more general case of multiple targets per receiver, determining which return belongs to which target for each receiver. As a starting point, target tracking in the
range-Doppler space to produce smoother target trajectories and eliminate clutter is desirable. These plots could then serve as inputs to data association and localization techniques.

1.1 Problem statement

UCT’s RRSG has a working commensal radar which can detect targets at bistatic ranges of up to 150 km. These targets appear on amplitude-range-Doppler plots which are formed by cross-correlating the surveillance signal with multiple Doppler-shifted copies of the reference signal [7]. After applying a constant false alarm rate (CFAR) detector, a plot of ‘1’s (corresponding to detections) and ‘0’s is obtained.

This plot displays the detections of true targets as well as false targets. True targets will move in the range and Doppler space from one scan to another. However, with the variations in instantaneous bandwidth, the range measurements can be very inaccurate. This, in addition to missed detections, make it difficult to follow the target visually on the CFAR’d range-Doppler plots. Thus, distinguishing true targets from false targets can be quite troublesome.

1.2 Objectives

The problem of identifying true targets amid numerous false detections, described in Section 1.1, can be dealt with by using linear tracking filters. The trajectories of true targets can be tracked in range-Doppler space making the targets easily distinguishable from the clutter points. In addition to this, a smoothed trajectory of the target will also be obtained, eliminating some of the errors introduced by poor range measurements.

The objectives of this project are then to:

• Identify, from the literature, suitable tracking filters that can be applied to
• Create a simulation environment in MATLAB where targets can be detected by a commensal radar and tracked in the range-Doppler space using some of the tracking filters identified from the literature.

• Compare the performance of the selected tracking filters by evaluating computational load, RMS position error and track initiation, true track confirmation and true track deletion statistics.

• Further assess the performance of the filters by applying them to real commensal radar data.

1.3 Overview

This section describes the approach followed to meet the aforementioned objectives and also serves as an overview of the project report to follow.

Chapter two presents a concise theoretical background of the three filters being used. The aim is not to provide a comprehensive coverage of the theory, but rather to discuss each filter’s merits and also examine their differences.

The chapter begins with the Kalman filter which is derived using probabilistic methods and can be computed recursively. Given its widespread application and trusted performance, the Kalman filter is used as the ‘gold standard’ for the project.

Next, the recursive form of the Gauss-Newton filter is considered. Unlike the Kalman filter’s probabilistic approach, the Gauss-Newton filter uses statistical methods for its derivation. The linear, recursive form, however, leads to a filter very similar to the Kalman filter, differing only by a forgetting factor which makes the filter more adaptable to manoeuvring targets. This trait could be useful in the application to Commensal radars.

Following this, the polynomial filter is discussed. Similar to the recursive Gauss-
Newton filter, it is derived from statistical methods, where a polynomial is fitted to the observation data in the least squares sense. The expanding and fading memory variants are focused on, which are combined into the composite polynomial filter. This filter takes advantage of the self-initialising property of the expanding memory polynomial, as well as the adaptiveness of the fading memory polynomial at the cost of increased computational load. The polynomial appearance of target trajectories in ARD plots suggests that the polynomial filter might be particularly advantageous.

The chapter ends off by summarising the differences between the filters and forecasts how these differences might be either beneficial or detrimental to this particular estimation problem.

The filters discussed in Chapter 2 are then tested in simulations. This simulation environment is built in Chapter 3 where a target is injected into a two dimensional space and travels along a trajectory for a given period of time.

This target is then sensed by a commensal radar. The commensal radar in this scenario consists of a transmitter and a single receiver. The transmitter is modelled as an FM band, omni-directional transmitter. The receiver is separated from the transmitter by a base line of 20 km. The system measures the bistatic range and bistatic Doppler of the target at 1 s intervals.

Figure 1.2 shows the three filters tracking a target in range-Doppler space with accurate observations. As this is still a single target scenario with no clutter, applying the smoothing filters is a trivial matter requiring only track initiation and subsequent updates.

However, the issues of poor range resolution and range smear, which are inherent in commensal sensor systems, must also be simulated. In an ideal environment, centroiding the smeared data would produce a peak corresponding to the true target range value. The addition of noise, however, means that this peak could be anywhere within the range smeared Doppler cells.

Thus, a simple way to simulate range smear is to simulate a random, time varying bandwidth. This bandwidth relates to the range resolution by $\delta R = c/2B$, which
in turn gives the extent of the range smear. And so, by randomly choosing a point in this extent, a centroided peak is simulated.

As might have been expected however, these large range errors (up to 10 km) throw even the best tracking filter. This is demonstrated in Figure 1.3. One can see that by ignoring these occasional, large errors, the filter can continue to perform adequately.

The simulation environment goes on to include clutter. The clutter is inserted as false detections, the addition of which adds the requirement that the filters per-
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Figure 1.4: The Kalman filter tracking a target’s bistatic range and bistatic Doppler amongst false detections.

form data association and gating. The clutter is added as uniformly distributed points in the range and Doppler dimensions. The number of false detections for each CPI is a Poisson distributed random variable. Nearest neighbour data association is used for the detections that fall within a given filter’s gate. Conventional elliptical gating techniques are used. Figure 1.4 shows the Kalman filter’s track (blue line) amongst false detections (red ‘o’).

Having built the simulation environment, the next task is to evaluate the performance of the three different filters. This is done in Chapter 4, where the performance metrics considered are computational load, RMS error, peak errors and track initialisation and maintenance statistics.

Given the real-time requirements of target tracking, it is essential that the computational load of the filters be compared. The computational load is first estimated by counting the number of floating point additions and multiplications required for each filter’s initialisation and update. Table 1.1 shows the tallies for the filter initialisations.

These results can then be compared to timing values from the simulations. Although the simulations are run in the infamously slow MATLAB, the filters can still be compared with each other to identify the least expensive from the computational load standpoint. The results for the filter update show that the RGN
1.3. OVERVIEW

Table 1.1: Number of arithmetic operations per filter initialisation.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Multiplications</th>
<th>Additions</th>
<th>Inverses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman</td>
<td>240</td>
<td>260</td>
<td>1</td>
</tr>
<tr>
<td>Polynomial</td>
<td>30</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>RGN</td>
<td>257</td>
<td>260</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 1.5: The magnitude of the range errors for the three different filters are plotted against time.

filter, with its simpler covariance matrix computation, is the fastest filter.

The position errors of the filters must also be considered. Figure 1.5 plots the magnitude of the position error against time for the three different filters and shows that the polynomial filter starts off with a poor position error, converges and then diverges. This behaviour of the polynomial filter comes as a trade-off with smoothness. The polynomial filter attempts to adaptively fit a polynomial to the data leading to a much smoother, but in some cases less accurate, plot. The Kalman and RGN filters maintain low errors.

Monte Carlo simulations give aggregate RMS position errors and produce figures similar to Figure 1.5. These results indicate that the Kalman filter obtains the lowest RMS range and Doppler errors. Increasing the forgetting factor of the RGN filter improves the range and Doppler errors. The polynomial filter on the other hand exhibits a trade-off with its fading parameter, with higher values
improving range tracking while lower values give better Doppler tracking.

Track confirmation statistics for each filter are determined by Monte Carlo simulation. A target is inserted into a clutter free space for a number of observations. The number of times the track is confirmed is counted and so the track confirmation statistic is obtained. The polynomial filter, implemented in this case as a composite EMP/FMP filter, has a particularly cumbersome initialisation process which was expected to degrade the track confirmation statistics, despite the conjectures of the literature. However, the results show that it performs the best out of the three in this regard.

True track and false track deletion statistics are also obtained by similar methods and once again the polynomial filter comes out best.

Although the results are more complicated and are subject to the chosen forgetting factor, fading parameter, etc., Table 1.2 summarises the key findings of this chapter.

Table 1.2: Summary indicating which filters performed the best in the three aspects considered.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Computational load</th>
<th>Tracking errors</th>
<th>Data association</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Polynomial</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>RGN</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

The next step in comparing the filters, is to apply them to real data. In Chapter 5, the filters are integrated into the processing chain and run on the output of the CFAR detector.

In order to mitigate the effects of the poor range resolution, the CFAR’d data is centroided to resolve multiple detections for a target into just one.

The chapter focuses on a target of interest which appears at the beginning of the dataset. The three different filters are run on this target. The measurement noise covariance matrices and gates are tweaked until satisfactory tracking is achieved. The effects of the fading parameter and forgetting factor of the polynomial
Figure 1.6: The RGN filter tracking the target of interest for the duration of its persistence with $\lambda = 0.8$.

and RGN filters respectively are also investigated.

In comparing the three filters against each other, it was found that the RGN filter, with a forgetting factor of 0.8, performed the best. This was found to be the case for the target of interest as well as the other targets which appeared later in the dataset. Figure 1.6 shows the RGN filter tracking the target of interest for the duration of its persistence.

The final chapter concludes that the RGN filter performs the best out the three filters considered. This is arrived at by taking all of the results into consideration. The RGN filter is computationally efficient, tracks accurately and performs the best on the real data.

The polynomial filter is not written off however, and it is acknowledged that with further work, focusing on a 1st degree polynomial with better data association techniques, it might still be able to outperform the RGN filter.

The Kalman filter’s reliable performance was noted, as was the trade-off between tracking accuracy and data association performance that was governed by the filter and measurement covariance matrices.

Also recommended for future work is a consistent set of performance metrics to allow for better assessment of tracking filter performance.
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These conclusions, however, lie at the end of the road and we must commence our investigation by reviewing the theory.
Chapter 2

Reviewing the theory

This chapter serves as a literature review in which the derivations of the various filters are summarised. Two main theoretical approaches exist in filtering theory which lead to various filtering techniques. The approaches considered are the statistical methods, comprising of least squares and maximum likelihood estimators, and the probabilistic methods.

The filters that will be discussed in fair detail, and taken further in this project, are the Kalman, polynomial and recursive Gauss-Newton filters. It is worth noting here that our problem is not a conventional tracking problem in Cartesian coordinates (or any other conventional coordinate system), but concerns rather the tracking of range and Doppler processes each governed by their own differential equation.

Each of these filters is well described in the literature. The Kalman filter is perhaps the most renowned filter for radar tracking applications, though generally for Cartesian tracking problems as opposed to our case of range-Doppler space tracking. The Kalman filter and its theory is described in various levels of detail in many publications [14, 15, 16, 17, 18]. Out of these, Jazwinski’s “Stochastic processes and filtering theory” [16] gives the most in-depth derivations and will thus form the basis of our discussions on Kalman filtering theory.

The recursive Gauss-Newton filter is a recursive form of the Gauss-Newton filter,
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A filter particularly good at non-linear estimation problems. However, the Gauss-Newton filter, based on the weighted least squares method and Newton’s method of local linearisation [17, 19], is computationally expensive [20]. Thus a recursive form was developed by Nadjiasngar [21] and further adapted to the Levenberg-Marquardt [22] method to improve convergence [23]. The filter is characterised by its forgetting factor, which sets the effective memory length of the filter. A shorter memory length makes the filter more adaptive, making it suitable to manoeuvring target tracking. In linearising the filter, one arrives at a filter very similar to that of the Kalman filter, differing only by the presence of the forgetting factor. Setting this forgetting factor to unity leads one to the Kalman filter.

Polynomial filters take a least squares approach to state estimation by fitting a polynomial to the observation data in the least squares sense. The estimate will be either good or bad, depending on how well the process can be estimated by the polynomial (of chosen degree $m$). Polynomial filtering theory is described in Morrison’s books [17, 19], with the former serving as the reference for this component of the literature review. The expanding memory and fading memory polynomial filters (EMP and FMP respectively) are considered for the implementation of the composite polynomial filter [24]. The EMP is self-initialising and is intended to cope with situations where all the data is not immediately available and can be formulated recursively. FMP filters, on the other hand derive from weighted least squares where the weight factor decays exponentially. Thus, the effects of anomalous events will be decreased as time moves on; the filter is more adaptable. The FMP is not self initialising and so the composite polynomial filter is used to take advantage of both the FMP and EMP.

Next up, we look at the formulation of the Kalman filter.

2.1 Kalman filter

The Kalman filter - and its non-linear form, the extended Kalman filter - have been used extensively over the years in a variety of applications. These appli-
cations range from conventional tracking to target tracking using Doppler and
bearings information only [25, 26], to passive television [27] and Wi-Fi [6] based
target tracking and range-Doppler tracking [7] to name but a few.

There have also been modifications to the non-linear form to prevent prema-
ture covariance collapse and subsequent filter divergence. This is done by re-
evaluating the linearisation technique. The unscented Kalman filter [28], the
finite difference extended Kalman filter [29] as well as the strong tracking finite
difference extended Kalman filter [30] are but a few of the many examples. Need-
less to say, the Kalman filter has been the focus of much research and has been
widely applied practically.

We consider only the linear Kalman filter. Jazwinski pursues the probabilistic
filtering approach in his book, a concise summary of which is presented here.
Opposed to the probabilistic approach, statistical methods make use of maximum
likelihood, least squares or recursive least squares to form state estimates. They
assume that the process noise and measurement noise are not random inputs
with well defined statistics but rather errors of an unknown character. Thus,

\[ x_{k+1} = \phi(x_k, t_{k+1}, t_k) + \Gamma(x_k, t_k)w_{k+1} \]  

(2.1)

which describes the discrete stochastic dynamical system, can be thought of as
an ordinary difference equation that can be solved if the errors are known. \( x_k \)
is the \( n \)-vector state at time \( t_k \) \((k = 0, 1, 2...)\) and \( \phi \) is the \( n \)-vector transition
function. \( \Gamma \) is the noise coefficient matrix and \( w_k \) is the white Gaussian sequence
\( w_k \sim N(0, Q_k) \). Given the noisy observations,

\[ y_k = h(x_k, t_k) + v_k \]  

(2.2)

where \( h \) is the measurement function and \( v_k \sim N(0, R_k) \) is the measurement
noise with covariance \( R_k \). \( x_k \) can be estimated with small dynamical system and
observation errors by taking the least squares approach. Recursive least squares
methods prevent the \textit{ad infinitum} accumulation of observations by solving the
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solution in terms of the previous estimate. However, Jazwinski argues that these least squares methods do nothing but re-derive the work of the probabilistic methods and have no real probabilistic meaning. While these methods are simpler, the results can be more difficult to interpret.

Probabilistic methods, while involving stochastic differential equations (and hence greater complexity), present formal approaches to the probabilistic problem with clear meaning and significance. The probabilistic methods interpret the errors in Equations 2.1 and 2.2 as random sequences with well defined statistics. It is shown that maximising the conditional probability density function:

\[ p(x_0, \ldots x_N | y_1, \ldots, y_N) \]  \hspace{1cm} (2.3)

with respect to \( \{x_0, \ldots, x_N\} \) is equivalent to the least squares problem (provided \( \Gamma \) in 2.1 is a function of time only). This is referred to as joint maximum likelihood estimation where the estimate is the peak of the joint conditional density (2.3).

The derivation of the filtering algorithm, which is essentially an equation for the conditional mean, is quite complex. The non-linear case is first derived and then specialised to the linear case. Making use of stochastic calculus theory such as Brownian motion processes, Itô integrals and Kolmogorov’s forward equation, the time evolution of the conditional density, its moments as well as mode are analysed.

The evolution of the conditional density leads to:

\[ p(x, t_k | Y_{t_k}) = \frac{p(y_k | x)p(x, t_k | Y_{t_k}^{-})}{\int p(y_k | \zeta)p(\zeta, t_k | Y_{t_k}^{-})d\zeta} \]  \hspace{1cm} (2.4)

where \( Y_{t_k}^{-} \) is the general representation of the previous measurements at any time \( t_k \leq t < t_{k+1} \) and \( Y_{t_k} = \{y_1, \ldots, y_k\} \) is a sequence of measurements. Using this result, along with the conditional mean and covariance obtained from the evolution of moments and knowledge that \( p(x, t_k | Y_{t_k}) \sim N(\hat{x}_{t_k}, \hat{P}_{t_k}) \), it is concluded that:
2.1. KALMAN FILTER

\[
\dot{x}_{t_k}^+ = (M^T(t_k)R_k^{-1}M(t_k) + (P_{t_k}^x)^{-1})(M^T(t_k)R_k^{-1}y_k + (P_{t_k}^x)^{-1}\dot{x}_{t_k}^x) \quad (2.5)
\]

and

\[
(P_{t_k}^x)^{-1} = (P_{t_k}^x)^{-1} + M^T(t_k)R_k^{-1}M(t_k) \quad (2.6)
\]

\(M(t_k)\) is the generalisation of the measurement matrix \(h(x_k, t_k)\) for the linear case and \(P_{t_k}^x\) is the covariance. The notation here (eg. \(\dot{x}_{t_k}^x\)) refers to the filtered quantity (in this case \(\dot{x}\)) in the non-discrete time interval from \(t_k\) to \(t_k^+\). Recasting the above equations yields the set of equations:

\[
P_{t_k}^+ = P_{t_k}^- + P_{t_k}^x M^T(t_k)[M(t_k)P_{t_k}^x M^T(t_k) + R_k]^{-1}M(t_k)P_{t_k}^x \quad (2.7)
\]

\[
\dot{x}_{t_k}^+ = \dot{x}_{t_k}^- + P_{t_k}^x M^T(t_k)[M(t_k)P_{t_k}^x M^T(t_k) + R_k]^{-1}(y_k - M(t_k)\dot{x}_{t_k}^-) \quad (2.8)
\]

and defining the Kalman gain

\[
K(t_k) \triangleq P_{t_k}^x M^T(t_k)[M(t_k)P_{t_k}^x M^T(t_k) + R_k]^{-1} \quad (2.9)
\]

gives the simpler forms:

\[
P_{t_k}^+ = P_{t_k}^- + K(t_k)M(t_k)P_{t_k}^x \quad (2.10)
\]

\[
\dot{x}_{t_k}^+ = \dot{x}_{t_k}^- + K(t_k)(y_k - M(t_k)\dot{x}_{t_k}^-) \quad (2.11)
\]

which are easily recognisable as the Kalman filter equations in the continuous-discrete form. Obtaining the discrete form and adopting the notation that will be used from here on results in the equations:
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\[ K_k \triangleq P_{k|k-1}M_k^T[M_kP_{k|k-1}M_k^T + R_k]^{-1} \]  \hspace{1cm} (2.12)

\[ P_{k|k} = P_{k|k-1} + K_kM_kP_{k|k-1} \]  \hspace{1cm} (2.13)

\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k(y_k - M_k\hat{x}_{k|k-1}) \]  \hspace{1cm} (2.14)

where \( P_{k|k} \) is the filter covariance matrix which gives an indication as to how well the filter is performing. \( \hat{x}_{k|k} \) is the filtered estimate of the state \( x_k \). The quantity \( (y_k - M_k\hat{x}_{k|k-1}) \) is referred to as the innovation and has the covariance matrix \( S = M_kP_{k|k-1}M_k^T + R_k \) [14]. The inverse of the innovation covariance matrix \( (S^{-1}) \) is used in the gating procedure which is discussed in the next chapter.

In the event that the Kalman gain is not exact (due to computation error, for example), the stabilised form of the filter covariance matrix:

\[ P_{k|k} = [I - K_kM_k]P_{k|k-1}[I - K_kM_k]^{-1} + K_kR_kK_k^T \]  \hspace{1cm} (2.15)

should be used instead of Equation 2.13 [15].

But the Kalman filter is a ‘predictor-corrector’ [18] and thus far we have only ‘corrected’. Prediction is performed with the transition matrix \( \Phi \) giving:

\[ \hat{x}_{k+1|k} = \Phi\hat{x}_{k|k} \]  \hspace{1cm} (2.16)

\[ P_{k+1|k} = \Phi P_{k|k}\Phi^T + Q_k \]  \hspace{1cm} (2.17)

The above equations, along with Equations 2.12 and 2.14 form the basis of the Kalman filter that is implemented and tested in the following chapters. The stabilised computation of the covariance matrix (2.15) is used throughout. The filter, well established in the field of tracking, is used in the remainder of this project report as the ‘gold standard’. The RGN and polynomial filters will be pitched against the Kalman filter, implemented in the form above.
2.2 Recursive Gauss-Newton filter

The Gauss-Newton filter, in its non-recursive form, was invented by Gauss [20] and is discussed thoroughly in Morrison’s books [17, 19]. Several strengths over the extended Kalman filter are discussed by Morrison [20, 31], however the computational load remains high. The recursive form was developed to reduce the computational requirements leading to a filter similar to the iterated extended Kalman filter, differing by the addition of a forgetting factor [21].

We summarise the derivation of the GN filter from minimum variance estimation and the subsequent development of the recursive form developed by Nadjiasngar [21]. This essentially involves weighted least squares estimation and local linearisation of the process and measurement functions. Hence, the Gauss-Newton filter. The equations arrived at, however, are for non-linear problems and so specialisations to the linear case must be made for our linear problem.

Firstly, a process state is considered which is governed by the non-linear differential equation:

\[ DX(t) = F(X(t)) \]  

and observed by the non-linear function:

\[ Y(t) = G(X(t)) + v(t) \]

\[ F \] is a non-linear vector function and \[ G \] is a non-linear function which describe the process and observation schemes respectively. \[ v(t) \] is a random Gaussian vector. We should note the lack of process noise in Equation 2.18 in comparison to Equation 2.1.

Using Newton’s local linearisation method, a perturbation vector \( \delta X(t) \) is arrived at from the expression \( X(t) = \bar{X}(t) + \delta X(t) \). This expression results from the fact that the given initial condition will result in infinitely many solutions to
the differential equation. $\bar{X}(t)$ is one solution which satisfies the same differential equation as, and is close to, $X(t)$.

This perturbation vector, which is essentially an error in the state estimate, is also governed by a differential equation:

$$D(\delta X(t)) = A(\bar{X}(t))\delta X(t)$$ (2.20)

where

$$A(\bar{X}(t)) = \left. \frac{\partial F(X(t))}{\partial X(t)} \right|_{\bar{X}(t)}$$ (2.21)

is known as the sensitivity matrix and means that Equation 2.20 is a linear differential equation with the transition equation:

$$\delta X(t + \zeta) = \Phi(t + \zeta, t_n, \bar{X})\delta X(t)$$ (2.22)

From here, the perturbation vector for the non-linear observation scheme is obtained, firstly by defining a simulated noise free vector $\bar{Y}_n = G(\bar{X}_n)$, which subtracted from the actual observation $Y_n$ gives:

$$\delta Y_n = Y_n - \bar{Y}_n$$ (2.23)

This can be shown to be related to the state perturbation vector by $\delta Y_n = M(\bar{X}_n)\delta X_n + v_n$, where $M(\bar{X}_n)$ is the Jacobean of $G$ evaluated at $\bar{X}_n$.

Assembling $L + 1$ observations, the equation $\delta Y_n = T_n\delta X_n + V_n$ is obtained, where $T_n$ is referred to as the total observation vector and is defined as:
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\[
T_n = \begin{bmatrix}
M(\bar{X}_n) \\
M(\bar{X}_{n-1})\Phi(t_{n-1}, t_n; \bar{X}) \\
\vdots \\
M(\bar{X}_{n-L})\Phi(t_{n-L}, t_n; \bar{X})
\end{bmatrix}
\]  

(2.24)

Minimum variance estimation is then used to estimate the perturbation vector

\[
\delta \hat{X}_n = (T_n^T R_n^{-1} T_n)^{-1} T_n^T R_n^{-1} \delta Y_n
\]  

(2.25)

with covariance matrix \( S_n = (T_n^T R_n^{-1} T_n)^{-1} \) and the least squares weight matrix \( R_n^{-1} \). This weight matrix can be arbitrarily assigned and is the measure of our belief in the observation model [16]. The values can be fiddled to obtain the best least squares fit. In this case, \( R_n^{-1} \) is defined as a matrix of the inverses of the observation error covariance matrices \( R_n \).

The above equations derive a filter where the corrected state estimate is obtained through the relationship \( \hat{X}_n^c = \hat{X}_n + \delta \hat{X}_n \). However the memory requirements of the total observation vector \( T_n \) make the filter computationally expensive.

The recursive formulation, intended to mitigate this computational load, starts by introducing a forgetting factor \( \lambda \leq 1 \) to the least squares weight matrix \( R_n^{-1} \) as follows:

\[
R_n^{-1} = \begin{bmatrix}
R^{-1} & 0 & \cdots & 0 \\
0 & \lambda R^{-1} & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \lambda^n R^{-1}
\end{bmatrix}
\]  

(2.26)

Defining \( \delta \hat{X}_n = W_n^{-1} \xi_n \), where \( W_n = T_n^T R_n^{-1} T_n \) and \( \xi = T_n^T R_n^{-1} \delta Y_n \), the recursive update is obtained, after some fiddling, from the equations:

\[
\delta \hat{X}_n = K_n[Y_n - G(\bar{X}_n) - M(\bar{X}_n)(\bar{X}_{n|n-1} - \bar{X}_n)]
\]  

(2.27)
and

\[ W_{n|n}^{-1} = \lambda^{-1} [I - K_n M(\bar{X}_n)] W_{n|n-1}^{-1} \] (2.28)

where an observer gain has been defined as:

\[ K_n = W_{n|n-1}^{-1} M(\bar{X}_n)^T [R_n + M(\bar{X}_n) W_{n|n-1}^{-1} M(\bar{X}_n)^T]^{-1} \] (2.29)

Thus, a corrected state estimate \( \bar{X}_n = \hat{X}_{n-1} + \delta \bar{X}_n \) can be obtained iteratively for a predetermined number of runs when \( \bar{X}_n = \hat{X}_{n-1} \).

Equations 2.27, 2.28 and 2.29 can immediately be recognised as the iterative extended Kalman filter (IEKF) equations [14, 16] with the addition of the forgetting factor \( \lambda \). Thus, setting \( \lambda \) to unity leaves one with the IEKF, arrived at from minimum variance methods as opposed to the probabilistic methods of Section 2.1.

However, Equations 2.27, 2.28 and 2.29 are for non-linear processes and non-linear observation schemes. Thus we abandon the iterative least squares approach, which is necessary for the non-linear least squares problem. The non-linear process and observation functions and their linearised approximates are replaced by linear process and observation functions.

Thus, instead of searching for \( \delta X_n \) to minimise the weighted sum of squared deviations in the equation \( \delta Y_n = T_n \delta X_n + V_n \), we rather look at \( Y_n = HX_n + v_n \). \( H \) is the linear observation scheme. Noting these similarities, the following equations are arrived at:

\[ \hat{X}_{n|n} = \hat{X}_{n|n-1} + K_n [Y_n - H \hat{X}_{n|n-1}] \] (2.30)
\[ W_{n|n}^{-1} = \lambda^{-1} [I - K_n H] W_{n|n-1}^{-1} \] (2.31)
\[ K_n = W_{n|n-1}^{-1} H^T [R_n + HW_{n|n-1}^{-1} H^T]^{-1} \] (2.32)
which, apart from the presence of the forgetting factor and slightly different notation, are exactly the same as the Kalman filter equations (2.12, 2.13, 2.14) arrived at in Section 2.1.

Given the strong similarities between the equations arrived at here and the Kalman filter equations in Section 2.1, it might seem a bit convoluted and inaccurate to refer to Equations 2.30, 2.31 and 2.32 as the recursive Gauss-Newton filter when they simply appear as slightly modified forms of the Kalman filter, arrived at by the statistical methods instead of probabilistic methods. However, we will continue refer to these equations as the recursive Gauss-Newton filter for two reasons: simplicity in differentiating whether or not a forgetting factor is being used and; to emphasise the fact that this filter, while very similar to the Kalman filter, was derived from statistical methods.

Now we look at the polynomial filter which also uses the least squares statistical methods, but with a different approach.

### 2.3 Polynomial filter

Polynomial filtering is concerned with fitting a polynomial, in the least squares sense, to a sequence of $L$ observations and was introduced in Morrison’s book [17]. The Kalman filter overshadowed it, however, perhaps because of superior computational efficiency. A possible advantage of the polynomial filter over the Kalman filter is in high clutter and low probability of detection environments where the Kalman filter’s covariance matrix becomes small [24]. This small covariance matrix affects the data association techniques which in turn leads to track deletion. Given the often parabolic trajectory of targets in the range-Doppler space, using polynomial filters to track targets in the range-Doppler space might be of particular interest.

This section summarizes the relevant aspects of polynomial filtering from Morrison’s book [17], starting with the fixed-memory polynomial filter in its simplest form. The classical least squares method of polynomial filtering begins by first
choosing a polynomial in $r$ of first degree, for example:

$$ [p^*(r)]_n = (\beta_0)_n + (\beta_1)_n r $$  \hspace{1cm} (2.33)

where the $*$ indicates that we are dealing with an estimate and $n$ indicates that the total observation vector $Y_n = \{y_{n-L}, \ldots, y_{n-1}, y_n\}$ of length $L$ is being considered. The coefficients ($\beta$'s) remain arbitrary, to be estimated by the least squares method.

The sum of squared residuals is then:

$$ e_n = \sum_{r=0}^{L} \left[ y_{n-L+r} - \sum_{j=0}^{1} (\beta_j)_n r^j \right]^2 $$  \hspace{1cm} (2.34)

which is minimised by setting $\partial e_n / \partial (\beta_i)_n = 0$ for $i = 0, 1$. The solution obtained cannot be easily represented in functional form and has to be obtained numerically. This problem is circumvented by making use of orthogonal polynomials to obtain a functional form. This is not shown here as the basic concept of polynomial filtering has been presented and we now move on to the polynomial filters that concern us: the expanding memory and fixed memory polynomial filters.

### 2.3.1 Expanding memory polynomial

The expanding memory polynomial filter allows for filtering to commence upon arrival of the first observation. This is of particular importance in tracking applications where all the data is not immediately available.

In the same manner as above, a least squares polynomial fit will be performed on the data, except that in this case, the filter memory will be expanding with each new observation. In addition to this, a recursive formulation can be obtained reducing the memory requirements of the algorithm. The increasing database of observations results in the filter becoming smoother as time progresses.
The method makes use of Legendre polynomials and assumes that the observations are equally spaced in time (a limitation which is addressed by Reyneke [32]). The same least squares fit is performed and the coefficients found to minimize $e_n$ are:

$$(\beta_j)_n = \frac{\sum_{k=0}^{n} p(k; j, n) y_k}{[c(j, n)]^2}$$  \hspace{1cm} (2.35)

where $0 \leq j \leq m$, $m$ is the polynomial degree, and $n$ is the temporarily frozen time index which gives the orthogonality range of the polynomial ($L = n$). $[c(j, n)]^2 = \sum_{r=0}^{j} [p(r; j, n)]^2$, and $p(r; j, n)$ are the discrete polynomials satisfying the orthogonality condition and are given by:

$$p(r; j, n) \equiv \sum_{\nu=0}^{j} (-1)^\nu \binom{j}{\nu} \binom{j + \nu}{\nu} \frac{r^{(\nu)}}{n^{(\nu)}}$$  \hspace{1cm} (2.36)

It should be noted that $n$ is both the data counter as well as the memory length - hence expanding memory.

The above expressions, however, depend on all observations being available in memory. Thus, to alleviate the computational load, a recursive formulation can be obtained. The recursive derivation, which starts by setting $r = n + 1$ and involves much algebra, results in the equations (for a 1st degree polynomial):

$$(z^*_1)_{n+1,n} = (z^*_1)_{n,n-1} + \frac{6}{(n+2)(n+1)} \epsilon_n$$  \hspace{1cm} (2.37)

$$(z^*_0)_{n+1,n} = (z^*_0)_{n,n-1} + (z^*_1)_{n+1,n} + \frac{2(n+1)}{(n+2)(n+1)} \epsilon_n$$  \hspace{1cm} (2.38)

where $\epsilon_n \equiv y_n - (z^*_0)_{n,n-1}$ is the error or innovation and $(z^*_k)_{n+1,n}$ is the updated estimate of the $k$-th derivative ($0 \leq k \leq m$) of the $m$-th degree polynomial based on the $n$-th observation as well as the previous estimate. The equations for the 0th and 2nd degree EMP filters, which are used later, can be found in the appendices.

The filter’s covariance matrix, donated here as $S^*_{n+1,n}$ (and not to be confused
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with the innovation covariance matrix $S$ for the Kalman and RGN filters) depends on the covariance of the input errors as well as the memory length $n$ and is thus time varying. The covariance matrix for the degree one EMP is presented below (the 0th and 2nd degree covariance matrices can be found in the appendices).

$$S_{n+1,n}^* = \sigma_v^2 \left( \frac{2(n+3)}{(n+1)n} \frac{6}{(n+2)(n+1)n} \right)$$ (2.39)

A useful property of the EMP, which is highlighted in [17], is its self-initialisation. Thus, one needs only the first measurement to start the filtering without having to set any other parameters. This applies to any degree of EMP filter, a property which will be exploited by the composite polynomial filter which is discussed later.

However, the expanding memory nature of the filter makes it less adaptable to large errors or changes in system processes. Thus, such anomalies can lead the filter to diverge. To overcome this, the fading memory polynomial filter is considered next which considers all measurements in its estimating, with a significance, however, that decays as time moves forward.

### 2.3.2 Fading memory polynomial

As the name suggests, the fading memory polynomial (FMP) filter makes use of weighted least squares estimation to fit a polynomial to equally spaced observations with a fading memory effect. The weight factor introduced has the effect of tapering old datum as it recedes into the past.

The FMP considers the Laguerre polynomials satisfying the orthonormal condition:

$$\phi_j(r) \equiv \left(1 - \frac{\theta}{\theta^j}\right)^{1/2} \theta^j \sum_{\nu=0}^{j} (-1)^\nu \binom{j}{\nu}\left(1 - \frac{\theta}{\theta^j}\right)^\nu \binom{r}{\nu}$$ (2.40)
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to minimize the scalar:

\[
e_n \equiv \sum_{r=0}^{\infty} \{y_{n-r} - [p^*(r)]_n\}^2 \theta^r
\]  

(2.41)

where \([p^*(r)]_n = \sum_{j=0}^{m}(\beta_j)_n\phi_j(r)\). The polynomial is in \(r\) and of degree \(m\). \(\theta^r\) is the exponential weight. Solving for the coefficients \((\beta_j)_n\) leads to the polynomial which minimizes Equation 2.41:

\[
[p^*(r)]_n = \sum_{j=0}^{m} \left[ \sum_{k=0}^{\infty} y_{n-k} \phi_j(k) \theta^k \right] \phi_j(r)
\]  

(2.42)

This polynomial now serves as our estimate of the process and is based on all the observations up to \(y_n\). To diminish some of the computational load, a recursive formulation can be found. The recursive equations for the 1st degree FMP are shown below:

\[
(z^*_1)_{n+1,n} = (z^*_1)_{n,n-1} + (1 - \theta)^2 \epsilon_n
\]  

(2.43)

\[
(z^*_0)_{n+1,n} = (z^*_0)_{n,n-1} + (z^*_1)_{n+1,n} + (1 - \theta^2) \epsilon_n
\]  

(2.44)

where \(\epsilon_n \equiv y_n - (z^*_0)_{n,n-1}\) is the error or innovation and \((z^*_k)_{n+1,n}\) is the updated estimate of the \(k\)-th derivative \((0 \leq k \leq m)\) of the \(m\)-th degree polynomial based on the \(n\)-th observation as well as the previous estimate. The equations for the 0th and 2nd degree FMP filters, which are used later, can be found in the appendices.

Unlike the EMP in Section 2.3.1, the FMP’s covariance matrix does not vary with time. It is a function of the fading parameter \(\theta\) and can thus be precomputed. The covariance matrix for the first degree FMP is given as:

\[
S^*_{n,n} = \sigma^2 \frac{1 - \theta}{(1 + \theta)^2} \begin{pmatrix}
1 + 4\theta + 5\theta^2 & (1 - \theta)(1 + 3\theta) \\
(1 - \theta)(1 + 3\theta) & 2(1 - \theta)^2
\end{pmatrix}
\]  

(2.45)
which suggests that the variances of the estimates can be made as small as desired by setting the fading parameter $\theta$ close enough to unity. This however does nothing to mitigate transient errors and so a compromise between smoothing and persistent transient errors must be made.

Unlike the EMP, the FMP filter is not self-initialising, however, the fact that the FMP can track changing trajectories makes it more favourable than the EMP, which would simply diverge. Thus, a compromise in the form of the composite polynomial filter is used.

The composite polynomial filter is initialised with the EMP filter. After a defined number of measurements, a transition to the FMP is made. This transition cannot take place at an arbitrary point in time. Instead, the transition occurs when the filter covariance matrices are approximately equal. This means that the time of transition is dependant on the fading parameter as well as the degree of the filter. Table 2.1 gives the number of samples after which the transition can occur for the 0th, 1st and 2nd degree [24].

Table 2.1: Transition sample number as a function of $\theta$ for different degree polynomials.

<table>
<thead>
<tr>
<th>Degree</th>
<th>$N_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2/(1-\theta)$</td>
</tr>
<tr>
<td>1</td>
<td>$3.2/(1-\theta)$</td>
</tr>
<tr>
<td>2</td>
<td>$4.36/(1-\theta)$</td>
</tr>
<tr>
<td>3</td>
<td>$5.51/(1-\theta)$</td>
</tr>
</tbody>
</table>

When transitioning to the FMP, its precomputed weights and covariance matrix are used. This acts as a further advantage as the computational load is reduced somewhat.

The polynomial filtering equations look very much like the alpha-beta-gamma filters. In fact, it can be shown that the alpha-beta-gamma filters are a generalised form of the polynomial filter [24]. Richards et al [18] discuss a form of the alpha-beta filter with gains dependent on the number of measurements which is very similar to the EMP discussed in Section 2.3.1.
Nonetheless, the polynomial filters provide some interesting advantages over the other filters discussed in this chapter and will be examined further in the following chapters.

### 2.4 Conclusions

This chapter focused on three tracking filters. The filters considered were: the Kalman filter for its widespread use and versatility; a linear form of the RGN filter which has only recently appeared in the literature and; the polynomial filter for its perceived suitability to the trajectories of the targets.

The three filters are derived using different methods. The Kalman and RGN filter, which take the probabilistic and statistical approaches respectively, end up as two very similar filters, differing only by the forgetting factor of the RGN filter. The polynomial filter uses the least squares method like the RGN filter, but by fitting a $m$ degree polynomial instead.

The polynomial filters of greatest interest are the expanding and fading memory polynomial filters. The filters complement each other nicely with the FMP being adaptable to target manoeuvre changes and also offering better rejection of transient errors. The EMP on the other hand is self initialising. The strengths of each of these filters are combined into the composite polynomial filter which initialises using the EMP and then switches to the FMP for better tracking. We are interested in the polynomial filter as target trajectories in range-Doppler space are often parabolic in appearance and would thus seem well approximated by an appropriately fitted polynomial. This comes at a cost of higher computational load in comparison to the other filters.

The RGN filter offers an interesting modification to the Kalman filter by providing a forgetting factor. This forgetting factor shortens the effective memory length of the filter. In the presence of large errors, which can be expected in FM band commensal radar tracking, a shorter memory length might make the filter more adaptable to the large variations in measurements.
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The Kalman filter will then act as a reference or ‘gold standard’. Widely implemented and much studied, it was found to work well by Howland for range-Doppler tracking [7]. Thus the polynomial and RGN filters can be compared to the Kalman filter. The effects of their fading parameter and forgetting factor can be assessed.

These investigations are carried out in the following chapters, starting with simulations and then using real data.
Chapter 3

Building the simulations

This chapter details the simulation environment that was built to test the tracking filters. The target models are described, as well as the characteristics of the FMCR system. An effort was made to simulate the RRSG’s commensal radar. Initially, the filters run in a clutter-free scenario and are then tested with clutter added. The gating techniques used and data association methods are also described. This chapter only goes as far as developing the simulations. In the next chapter, the performance of the filters is analysed and parameters are tweaked and finally, in the penultimate chapter, real data tests are performed.

3.1 Simulation environment

A very simple simulation environment is built in MATALB. The details of this environment are laid out in this section and are divided into two parts. Firstly the target models are described and then the commensal radar system that observes this target. The false detections of the simulations are also described.
3.1. SIMULATION ENVIRONMENT

3.1.1 Target model

The target is simulated as a point in two dimensional space and is initialised with a state vector $X_0 = [x \ y \ \dot{x} \ \dot{y}]^T$. As the tracking takes place on two dimensional range-Doppler plots, the additional information gained from a three dimensional observation space was deemed to be minimal.

The target persists for 100 s and progresses along a trajectory governed by a transition matrix. The models used are the nearly constant velocity model:

$$X_k = \begin{pmatrix} 1 & 0 & T & 0 \\ 0 & 1 & 0 & T \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} X_{k-1} + v_{k-1}$$  \hspace{1cm} (3.1)$$

where $v_{k-1}$ is the white acceleration noise of the target with a standard deviation $\sigma_a$. Increasing the intensity of the noise (by increasing $\sigma_a$) results in the white-noise accelerations model, a simple manoeuvring target model [33]. A target with a known turn-rate target model is also simulated:

$$X_k = \begin{pmatrix} 1 & 0 & \frac{a}{\omega} & (1-b) \frac{a}{\omega} \\ 0 & 1 & \frac{(1-b)}{\omega} & a \frac{1}{\omega} \\ 0 & 0 & b & -a \\ 0 & 0 & a & b \end{pmatrix} X_{k-1} + v_{k-1}$$  \hspace{1cm} (3.2)$$

As the anticipated end use of most commensal radars is air-traffic control [8], the linear non-manoeuvring and known turn-rate ($\omega$) target models are of greatest interest. Example trajectories of a linear and turning target are shown in Figure 3.1.
3.1. SIMULATION ENVIRONMENT

3.1.2 Commensal radar model

This target is then sensed by a commensal radar system. The commensal radar system in this scenario consists of a transmitter and a single receiver. The transmitter is modelled as an FM band, omni-directional transmitter with a center frequency of 98 MHz. The receiver is separated from the transmitter by a base line of 20 km. The system measures the bistatic range and bistatic Doppler of the target at 1 s intervals, referred to as a coherent processing interval (CPI). The noise on the Doppler measurements is normally distributed with a standard deviation of 0.1 Hz [12]. This commensal radar setup can can be seen in Figure 3.1.

![Figure 3.1: Trajectories for linear (left) and turning (right) targets in the observation space. Transmitter and receiver are also plotted.](image)

The bandwidth of the FM radio broadcasts, which varies with the content being broadcast, is analysed by Griffiths et al [9, 34]. The best achievable bandwidth is in the order of 100 kHz while speech sees the effective bandwidth dropping to 9.1 kHz. Pauses will see the instantaneous bandwidth dropping close to 0 Hz. This results in a time varying range resolution which is related to the instantaneous bandwidth by \( \delta R = \frac{c}{2B} \).

The simulated environment created here concerns the output of a CFAR detector after centroiding has been performed. Thus, unlike the range-Doppler tracking performed by Demming et al [35], our detections are well resolved and are marked
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by ‘o’s in the range-Doppler plots.

The fluctuations in range resolution lead to range smear and need to be accommodated in the simulations. This is done by considering three scenarios.

Firstly, by centroiding the range-smeared Doppler cell, the true peak, and thus the true range, is located. In this event, the range smear really has no adverse effects, except in the event where multiple targets fall in the same range bin and become indistinguishable.

However, the presence of noise (at very poor SNRs) negate this theory. This is demonstrated in Figure 3.2 where two signals are generated with 200 Hz and 20 kHz of bandwidth respectively. The matched filtered response of each signal is the calculated and plotted. In the noiseless case, the peaks of both signals are discernible. The noisy case, however, sees the lower bandwidth signal’s peak being lost. This demonstrates how the targets true range might be falsely detected.

The third scenario concerns case where the output of a CFAR detector misses the detection altogether. This could be the case if a one dimensional CFAR operates along the range dimension where the gradient in the presence of range smear is very flat locally, leading to a missed detection.

The first of the aforementioned cases can be simulated by simply imposing small range errors on the measurements. That is, the target’s position is always known to a fair degree of accuracy. Examples of these measurements are shown in Figure 3.3.

The middle case is simulated with a time varying bandwidth. To do this properly requires in depth knowledge of the statistical properties of FM radio bandwidth. As a ‘make-do’ effort, and using insight from the work by Griffiths and Baker [34], a simulated FM radio station playing mostly reggae and rock music (chosen for their higher bandwidths) could be given a normally distributed bandwidth with a mean of 80 kHz (in between rock and reggae) and a standard deviation of 2 kHz. This large standard deviation is an attempt to cater for the large changes in bandwidth.
Figure 3.2: The matched filter response for signals with (clockwise from top left): 200 Hz bandwidth, no noise; 20 kHz bandwidth, no noise; 20 kHz bandwidth with noise; 200 Hz bandwidth with noise.
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Figure 3.3: Commensal radar measurements for linear (left) and turning (right) targets where centroiding is effective in locating the targets peak.

The target can then be thought to be anywhere within the range resolution cell that is produced by this instantaneous bandwidth. This can be done by choosing a normally distributed point from within this range cell with a mean corresponding to the center of the cell. Examples of measurements of these types are shown in Figure 3.4.

Figure 3.4: Commensal radar measurements for linear (left) and turning (right) targets with ineffective centroiding.

The last case can be simulated by decreasing the probability of detection. This will then result in ‘gaps’ in the measurements which will have to be dealt with the filters’ coast functions.
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Having dealt with the parameters specific to the commensal radar, clutter needs to be considered. This is done (as in the literature [24, 15]) by injecting false detections into the environment according to a ‘clutter density’, $\beta_{fa}$. This represents the number of clutter points per volume per scan. This clutter density is related to the probability of false alarm $p_{fa}$ by $p_{fa} = \beta_{fa}/V$, where $V$ is the search volume - although in our two dimensional case, $V$ refers to the area.

The number of false detections ($n_{fa}$) at each scan is Poisson distributed:

$$P_{fa}(n_{fa}) = \frac{(\beta_{fa}V)^{n_{fa}}\exp(-\beta_{fa}V)}{n_{fa}!}$$  \hspace{1cm} (3.3)

These false detections are then injected uniformly into the ARD plot, spanning -150 to 150 Hz on the Doppler axis and 0 to 200 km on the range axis. This deviates somewhat from the true nature of false detections. Stronger clutter returns are experienced at zero Doppler and smaller ranges from all the stationary clutter. Suppression techniques such as ECA or conjugate gradient cancellation remove this stationary clutter, in some cases leaving the zero Doppler region completely free of clutter. Also, there are likely to be more clutter returns at shorter bistatic ranges, as the returns are stronger. While the simulated clutter is more uniform than real clutter might be, the filters can still be tested by these gating and track association challenges.

In the real world, a target’s bistatic RCS fluctuates with time [36]. These fluctuations can be severe, sometimes to the point where the target disappears altogether. This leads to missed detections. These missed detections can be accommodated for in the simulations by setting a probability of detection $P_d$ variable. For each sample, a uniformly distributed random variable is compared to $(1 - P_d)$ to determine whether or not the target is detected.
3.2 The tracking filters

The observations of the simulated target made by the simulated commensal radar can now be tracked and so the three filters described in Chapter 2 are implemented in MATLAB.

The Kalman filter uses the stabilised form of the covariance matrix that was presented in Chapter 2 while the RGN filter uses the more straightforward approach. Setting the forgetting factor of the RGN filter to unity results in the Kalman filter. Thus when \( \lambda = 1 \), we are effectively comparing the two methods of calculating the covariance matrix. Both the Kalman and RGN filters make use of only the 0th and 1st derivatives.

The polynomial filter is implemented as the composite polynomial filter of second degree. This means that a second derivative of the range and Doppler is calculated and used for tracking. However, a method is required to avoid quick settling. This is a phenomenon where the filter forms ‘confident’ estimates immediately after initialisation causing large errors in the initial stages. Quick settling is mitigated by initialising the EMP as a 0th degree polynomial, then switching to 1st degree and finally to second degree. These transitions are fixed at \( k = 5 \) and \( k = 8 \) for the 1st degree and 2nd degree transitions respectively. The transition to the 2nd degree FMP then happens at the appropriate time (according to \( \theta \)). Figure 3.5 shows the three filters tracking linear and turning targets in a clutter free scenario.

The next step is to add clutter, the addition of which requires that the tracking filters be enhanced somewhat. Gating functionality must be added so that data association can be performed as well as coast functionality to allow the filters to cope with missed detections.

The Kalman and RGN filters make use of ellipsoidal gates. The innovation \( \tilde{y}_n \), which is the difference between the filtered state estimate and the measurement, is computed and used in the equation:
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![Diagram showing tracking filters]

Figure 3.5: The polynomial, Kalman, and recursive Gauss-Newton filters tracking a linear (left) and turning (right) target in range-Doppler space with no clutter.

\[ y_n - S_{n|n}^{-1} \hat{y}_n \leq G \]  \hspace{1cm} (3.4)

where \( S_{n|n} \) is the innovation covariance matrix and \( G \) is the size of the gate. Thus the innovation is weighted by the inverse of its covariance and compared to a predefined gate size.

The polynomial filter makes use of a similar gating technique. For the 0th and 1st degree polynomials, however, a rectangular gate [15] is used. Once the transition to the 2nd degree polynomial is made, the same elliptical gate in Equation 3.4 is used.

Data association on the measurements falling within the gate is performed using the nearest neighbour technique [14]. The measurement with the shortest statistical distance given by:

\[ y_{NN} = \min_i (y_i^2 - \hat{x}_k^2)^{\frac{1}{2}} \]  \hspace{1cm} (3.5)

is assigned to the track. \( i = 1, 2, \ldots, N_g \) are the measurements which fall within the track’s gate for a given CPI \( k \). While methods such as multiple hypothesis tracking [37, 24] and joint probabilistic data association [38] are known to perform
better, the nearest neighbour technique is favoured here because of its simplicity. 

In addition to data association, decisions need to be made as to whether or not a track should be confirmed. This is done using the $M$-out-of-$N$ track confirmation logic. Blackman discusses various other methods in his book [14], however the $M$-out-of-$N$ method is chosen for its simplicity. This track confirmation logic, described succinctly by its name, requires $M$ updates out of $N$ scans (or CPIs in this case) for a track to be confirmed.

In the event of a missed detection, the filters are coasted using the relevant transition matrix. Figure 3.6 shows the Kalman filter tracking a target’s trajectory in the presence of clutter.

### 3.3 Conclusions

The simulation environment used to test the tracking filters was described in this chapter. Two target motion models which are most relevant to passive tracking of commercial airliners are considered.

These targets are observed by a commensal radar. False detections as well as missed detections are included in the commensal radar simulations and can be
adjusted by the probability of detection $P_d$ and clutter density $\beta_{fa}$ variables.

The tracking filters described in Chapter 2 can then be used to track the targets in the range-Doppler space. However, gating and data association techniques as well as coasting functionality first needed to be incorporated into the filters. This was to enable the filters to track the targets’ trajectories despite the clutter and missed detections.

The simulation environment built in this chapter demonstrates that the filters are able to track the simulated targets. The next step is to assess the performance of the filters and is the focus of the next chapter. Chapter 5 then tests the filters on real data.
Chapter 4

Evaluating the filters

The aim of this chapter is to evaluate the performance of the tracking filters. Performance in this context is multi-faceted and includes metrics such as computational load, tracking errors and data association statistics.

Chapter 2 highlighted various strengths and weaknesses of the three filters under consideration. This chapter gives us the opportunity to investigate these attributes. As stated in Chapter 2, the Kalman filter acts as the ‘gold standard’.

The RGN filter, with its forgetting factor, is expected to cope with the large errors in the range measurements at the expense of the smoothness of its track. Various values of $\lambda$ will be investigated. The polynomial filter is expected to produce smooth plots, perhaps at the expense of greater tracking errors and possible divergence. Its computational load is expected to be greater. Also pointed out in Chapter 2 was that the polynomial filter’s data association statistics might be better.

Thus an investigation into these performance metrics is necessary to either confirm, or contradict, the assertions made in the literature. We begin with computational load.
4.1  Computational load

A crucial aspect when evaluating the performance of the filters is computational load. While tracking a single target is a fairly trivial procedure, initiating tracks for each detection (both true and false) increases the computational load considerably. Thus, increasing the clutter density will result in an increase in the computational load of the filters. Even a small improvement in computational efficiency of an individual filter will go a long way in improving the computational load of the tracking system.

The computational load of each filter is evaluated firstly by counting the number of arithmetic multiplications and additions. Further insight is then gained by timing the initialisation and update functions of the filters.

4.1.1  Counting operations

The computational load of the filters is compared by evaluating the number of operations required for the initialisation of each filter as well as an update. Tracks are initialised for each detection. Depending on whether new measurements fall within their respective gates, these tracks are either updated or coasted to the next CPI. Tracks that coast three times consecutively or fail to meet the $M$-out-of-$N$ logic are deleted. This means that computational efficiency is just as important in the track initialisation phase as it is in the track update phase.

As a result, the number of additions, multiplications and matrix inversions carried out by each of the filters in these phases is considered. As an example, the pseudo-code for the Kalman filter update as well as the polynomial filter update is presented below.

\[
\begin{align*}
y & = \text{pos}_\text{obs}; \\
K & = P_{\text{pred}}H'*\text{inv}(S); \\
x_{\text{hat}} & = x_{\text{pred}} + K(y-Hx_{\text{pred}}); \\
P & = (\text{eye}(4) - KH)P_{\text{pred}}(\text{eye}(4) - KH)' + KRR';
\end{align*}
\]
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\[ x_{\text{pred}} = \text{PHI}_t x_{\text{hat}}; \]
\[ P_{\text{pred}} = \text{PHI}_p P \text{PHI}_p' + Q; \]
\[ S = H P_{\text{pred}} H' + R; \]
\[ S_{\text{inv}} = \text{inv}(S); \]

Noting that \( x_{\text{hat}} \) is of dimension 4x1 while \( P_{\text{pred}} \), \( \text{PHI}_t \) and \( \text{PHI}_p \) are 4x4 matrices, the Kalman filter update code above appears to be quite expensive in terms of computational load when compared to the polynomial filter code below. Here, \( ek \), \( z2 \), etc. are 2x1 vectors. Considering that multiplying a \( m \times n \) matrix by a \( n \times p \) matrix requires \( mnp \) multiplications and additions, this makes the polynomial filter in this instance seem highly attractive.

\[ ek = y_k - z_0; \]
\[ z2 = z2 + \alpha_f*ek; \]
\[ z1 = z1 + 2*z2 + \beta_f*ek; \]
\[ z0 = z0 + z1 - z2 + \gamma_f*ek; \]
\[ P = P_f2; \]
\[ S = H P H' + R; \]
\[ S_{\text{inv}} = \text{inv}(S); \]

Further, this particular polynomial track update code is for the 2nd degree FMP filter, where the weights \( \alpha, \beta \) and \( \gamma \), as well as the filter covariance matrix are all fixed (depending only on \( \theta \)). They can thus be precomputed and stored in memory, further reducing the computational load over the EMP whose weights are time dependant.

The tallies for the initialisation of each filter is presented in Table 4.1 while the filter update tallies are in Table 4.2.

In looking at the tables, the polynomial filter comes across as the clear winner in terms of computational load. The recursive Gauss-Newton filter is more computationally efficient in the update procedure. This is because of the way in which the covariance matrix is computed. The Kalman filter uses a more stable
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Table 4.1: Number of arithmetic operations per filter initialisation.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Multiplications</th>
<th>Additions</th>
<th>Inverses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman</td>
<td>240</td>
<td>260</td>
<td>1</td>
</tr>
<tr>
<td>Polynomial</td>
<td>30</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>Recursive Gauss-Newton</td>
<td>257</td>
<td>260</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.2: Number of arithmetic operations per filter update.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Multiplications</th>
<th>Additions</th>
<th>Inverses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman</td>
<td>512</td>
<td>618</td>
<td>1</td>
</tr>
<tr>
<td>0th degree EMP</td>
<td>26</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>1st degree EMP</td>
<td>16</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>2nd degree EMP</td>
<td>39</td>
<td>31</td>
<td>1</td>
</tr>
<tr>
<td>2nd degree FMP</td>
<td>6</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Recursive Gauss-Newton</td>
<td>434</td>
<td>442</td>
<td>1</td>
</tr>
</tbody>
</table>

method of computing the covariance matrix, while the recursive Gauss-Newton filter uses the simpler method. This is not a requirement, either method can be used for either filter.

The results in the tables, however, only consider multiplications, additions and inverses. The polynomial filter implemented as a composite polynomial filter requires a series of decision logic. Depending on the number of samples in the track, a different degree of the polynomial filter is implemented. This is done to improve initialisation and filter performance. The effects of these decisions is evaluated in Section 4.1.2.

4.1.2 Timing results

The above section estimates computational load by counting the number of additions, multiplications and inverses performed by each filter for track initialisation and update. However, further insight is gained by timing the initialisation and updates of tracks.

This is done by using the ‘tic-toc’ commands. The initialise and update function
calls are timed from the main source code as a target is tracked for 100 s. The results are shown in Figure 4.1 where the update time for a given scan is plotted against the corresponding scan time. The results shown are the average values for 1000 runs.

As anticipated from the results in Section 4.1.1, the recursive Gauss-Newton filter is faster than the Kalman filter as a result of the different methods for calculating the covariance matrix. Interestingly, the difference in initialisation times between the Kalman and recursive Gauss-Newton filters (which should be exactly the same) corresponds to the number of properties defined in the filter class. Defining more properties has a significant impact on the initialisation time of the filter.

The polynomial filter is the slowest. This is in contrast to what was expected from the results in Section 4.1.1, but confirms the assertions made by the literature. What was ignored in the above section, however, was the overhead of the composite polynomial filter. There are four stages in each update, the expanding memory polynomial of degree zero, one and two, as well as the fading memory polynomial of degree two. This is done as the expanding memory filter is self initialising. The stages of degree (i.e. from zero to one to two) prevents quick settling where the filter incorrectly estimates the parameters initially, resulting in large divergences in the first few scans. The switch to the fading memory polynomial filter is made as this filter is adaptive making it better suited to tracking
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manoeuvring targets.

As a result, for each update, the filter has to determine which of the four variants of the polynomial filter to apply by evaluating $k$. This is implemented with a chain of if-elseif statements. This process is clearly quite cumbersome and so ultimately the polynomial filter is not as computationally efficient as was hoped.

Changes from the one filter to the next, which occur at $k = 5$, $k = 8$ and $k = 43$ (for a fading parameter $\theta = 0.9$) are evident in the polynomial’s timing results. Despite the decision overhead, the improvement in computational efficiency in moving from expanding memory to fading memory is evident.

The reader should note, however, that while a small effort was made to optimise the initialisation and update methods for the three filters, this was by no means a comprehensive effort. Thus, there is still room for improvement.

4.2 Tracking performance

This section discusses the performance of the filters from the target tracking point of view. Both the range and Doppler errors are evaluated for each of the filters as well as some data association statistics.

Range and Doppler errors give an indication as to which of the filters track the target’s true trajectory through range-Doppler space most effectively. Plotting these errors over a number of scans will give an indication as to divergence and maximum error. A low standard deviation of errors might indicate that the track is quite smooth. The opposite does not necessarily apply, however. In these simulations, the Kalman filter is considered to be the ‘gold standard’ while the RGN and polynomial filters are compared to it. The filters’ forgetting factor and fading parameter are changed in order to investigate their effect on this aspect of tracking performance.

All the filters use the same nearest neighbour data association technique. However, in the case of the recursive Gauss-Newton and Kalman filters, the slightly
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different covariance matrices (because of the damping factor), might lead to slightly different data association techniques. More interesting though, is the polynomial filter with its cumbersome initialisation. Thus data association statistics, particularly true track confirmation, provides useful insight for filter selection.

4.2.1 Filter and radar constants

This section briefly describes the values that are held constant for the remaining sections on tracking performance. The important simulation parameters are summarized in Table 4.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit center frequency</td>
<td>89 MHz</td>
</tr>
<tr>
<td>Mean bandwidth</td>
<td>80 kHz</td>
</tr>
<tr>
<td>Standard deviation of bandwidth</td>
<td>2 kHz</td>
</tr>
<tr>
<td>Bistatic baseline</td>
<td>20 km</td>
</tr>
<tr>
<td>Target acceleration noise</td>
<td>0.1 m/s</td>
</tr>
</tbody>
</table>

The key parameters and initial values for the filters include the process noise covariance matrix, based on Howland’s work [7]:

\[
Q = \begin{pmatrix}
3 & 0 & 0 & 0 \\
0 & 0.2 & 0 & 0 \\
0 & 0 & 0.02 & 0 \\
0 & 0 & 0 & 0.05
\end{pmatrix}
\] (4.1)

The measurement noise covariance matrix:

\[
R = \begin{pmatrix}
\sigma_R^2 & 0 \\
0 & \sigma_d^2
\end{pmatrix}
\] (4.2)

where \(\sigma_R = 6.7\) m and \(\sigma_d = 0.1\) Hz. These values were chosen by a tuning process.
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based on the measurement errors imposed by the changing range resolution.

The polynomial filter’s covariance matrix is calculated from the length of the polynomial \( k \) for the case of the expanding memory polynomial filter or from the fading parameter \( \theta \) for the case of the fading memory polynomial filter. The Kalman and recursive Gauss-Newton filters on the other hand require their covariance matrices to be initialised. The Kalman filter’s covariance matrix initialisation follows Howland [7]:

\[
P_{00} = \begin{pmatrix}
5 & 0 & 0 & 0 \\
0 & 0.04 & 0 & 0 \\
0 & 0 & 0.0225 & 0 \\
0 & 0 & 0 & 0.1 \\
\end{pmatrix}
\] (4.3)

The recursive Gauss-Newton filter’s covariance matrix is initialised using values that were arrived at after a tuning process:

\[
W_{00} = \begin{pmatrix}
\sigma_R^2 & 0 & 0 & 0 \\
0 & \sigma_d^2 & 0 & 0 \\
0 & 0 & 1600 & 0 \\
0 & 0 & 0 & 1600 \\
\end{pmatrix}
\] (4.4)

In setting the RGN filter’s forgetting factor to one, one arrives at the Kalman filter. Thus, using different covariance matrix initialisations allows us to investigate their effect on filter performance. This will be evaluated in the sections to come.

4.2.2 Range and Doppler errors

The range and Doppler RMS errors for the three different filters are examined here for a 100 s target track. The RMS range and Doppler errors obtained from 1000 Monte Carlo runs are plotted against time to give an indication as to whether or not the filters converge and how quickly this convergence happens.
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Figure 4.2: RMS range errors for each filter plotted against time for 1000 Monte Carlo runs. Left: linear target. Right: Turning target.

We start by looking at the range errors.

Figure 4.2 shows the range errors for the three filters tracking a linear target as well as a turning target. The RGN filter uses the default forgetting factor of \( \lambda = 0.8 \) while the polynomial filter’s fading parameter is set to its default of \( \theta = 0.9 \). The Kalman filter, for both the linear and turning target, settles to an range error of just under 800 m after about 10 s. The RGN filter (again for both target models) takes about the same time to settle at a range error of about 1300 m. The polynomial filter experiences an increase in range error after transitioning from a first degree to second degree expanding memory polynomial filter. A steady state range error of about 1000 m (about 950 m for the turning target) is reached after about 40 s, just before the transition to the fading memory polynomial filter.

The results in Figure 4.3 investigate the effect that the forgetting factor and fading parameters have on the RGN and polynomial filters respectively. The forgetting factors used are 0.6, 0.7, 0.9 and 1. The fading parameter values considered are 0.7, 0.8, 0.95 and 0.99. Results are obtained for the linear target and are compared to the results obtained for the default values of \( \lambda = 0.8 \) and \( \theta = 0.9 \) in Figure 4.2. The polynomial filter is discussed first.

Low values of \( \theta \) result in a shorter memory. This leads to the filter effectively
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favouring new measurements and disregarding the measurement history. The resulting track follows the noisy measurements closely and as a result the RMS range errors for the polynomial filter in the top left plot of Figure 4.3 are larger than in Figure 4.2. Another consequence of the shorter memory length is that the filter switches to the fading memory polynomial sooner. The switch to fading memory happens at \( k = 4.36/(1 - \theta) \). This is evident from the top left plot in Figure 4.3 where the filter settles to a RMS error of about 2000 m just after 10 s and then switches to the FMP after 15 s, meaning that the second degree EMP phase of the filter is effectively bypassed.

The remaining plots in Figure 4.2 show that increasing the fading parameter improves the RMS range error for the polynomial filter at the expense of settling time. Larger values of \( \theta \) mean that the switch to the fading memory polynomial happens later. Also, it would seem that the switch from first degree to second degree expanding memory polynomial (at 9 s) results in a large increase in RMS range error. This error is reduced slowly until the the fading memory polynomial takes over and the RMS error stops dropping and stabilises.

The RGN filter responds similarly to increases in its forgetting factor \( \lambda \). Like the polynomial filter’s fading parameter, the forgetting factor adjusts the filter’s memory length. Increasing \( \lambda \) from 0.6 results in the RMS range error decreasing from about 1700 m in the top left plot of Figure 4.3 down to about 800 m in the bottom right plot when \( \lambda = 1 \). Here the RGN filter achieves the same range error as the Kalman filter, though taking slightly longer to settle. This discrepancy in settling time comes from the different methods of initialising and updating the filter covariance matrices.

We now backtrack and turn our attention to the RMS Doppler errors shown in Figure 4.4. Unlike the range errors, there is a clear difference between the linear and turning targets for the polynomial filter. The Doppler error settles at a value almost ten times greater for the turning target. The Kalman and RGN filters are both very close and are not affected by the different target model.

Figure 4.5 plots the RMS Doppler errors for different values of \( \lambda \) and \( \theta \). These results show that, for the case of the polynomial filter, Doppler is tracked better
4.2. TRACKING PERFORMANCE

Figure 4.3: RMS range errors for each filter plotted against time for 1000 Monte Carlo runs. Clockwise from top left: $\lambda = 0.6$ and $\theta = 0.7$, $\lambda = 0.7$ and $\theta = 0.8$, $\lambda = 0.9$ and $\theta = 0.95$, $\lambda = 1$ and $\theta = 0.99$.

Figure 4.4: RMS Doppler errors for each filter plotted against time for 1000 Monte Carlo runs. Left: linear target. Right: Turning target.
4.2. TRACKING PERFORMANCE

Figure 4.5: RMS Doppler errors for each filter plotted against time for 1000 Monte Carlo runs. Clockwise from top left: $\lambda = 0.6$ and $\theta = 0.7$, $\lambda = 0.7$ and $\theta = 0.8$, $\lambda = 0.9$ and $\theta = 0.95$, $\lambda = 1$ and $\theta = 0.99$.

with lower values of $\theta$. The errors fluctuate during the initialisation phase up until the second order EMP is reached. From here, the error grows until the FMP takes over. Low values of $\theta$ do not result in the same Doppler error as the Kalman and RGN filters being reached while high values wait too long for the transition to FMP and as a result the error grows.

The RGN filter’s RMS Doppler errors follow those of the Kalman filter very closely, being only slightly worse for lower values of the forgetting factor. The errors get closer as the value of $\lambda$ increases and are the same for $\lambda = 1$.

Tables 4.4 and 4.5 show the aggregate variance of the range errors as well as aggregate maximum range error for the 1000 Monte Carlo runs. The Kalman
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filter achieves the lowest variance and lowest maximum range error. The variance and maximum range errors decrease with increasing $\lambda$ and $\theta$ for the RGN and polynomial filters respectively, although the RGN filter achieves values closer to that of the Kalman filter for high $\lambda$.

Similar results for the Doppler measurements appear in the appendices and show that the Kalman and RGN filters achieve similar variances and maximum Doppler errors, with higher values of $\lambda$ resulting in slightly better performance for the RGN filter than for the Kalman filter. The polynomial filter, on the other hand, has higher variances and larger maximum Doppler errors.

Table 4.4: Variance of the range errors for the three different filters with different values of $\lambda$ and $\theta$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>$\theta$</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>1.004e+06</td>
<td>0.7</td>
<td>1.335e+06</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>8.289e+05</td>
<td>0.8</td>
<td>8.199e+05</td>
</tr>
<tr>
<td></td>
<td>2.471e+05</td>
<td>6.140e+05</td>
<td>0.9</td>
<td>5.266e+05</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4.265e+05</td>
<td>0.95</td>
<td>4.700e+05</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.867+05</td>
<td>0.99</td>
<td>4.686e+05</td>
</tr>
</tbody>
</table>

Table 4.5: Aggregate of the maximum range errors in a given scan for the three different filters with different values of $\lambda$ and $\theta$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>$\theta$</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>4.574e+03</td>
<td>0.7</td>
<td>5.256e+03</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>4.179e+03</td>
<td>0.8</td>
<td>4.093e+03</td>
</tr>
<tr>
<td></td>
<td>2.277e+03</td>
<td>3.596e+03</td>
<td>0.9</td>
<td>3.381e+03</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>3.094e+03</td>
<td>0.95</td>
<td>3.317e+03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.758e+03</td>
<td>0.99</td>
<td>3.316e+03</td>
</tr>
</tbody>
</table>

4.2.3 Data association

Data association refers to the logic required to determine which measurement belongs to which track. Probabilistic data association (PDA) and joint probabilistic data association (JPDA), are some common methods implemented in
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conventional tracking problems [15]. Nadjiasngar et al [24] have even developed PDA methods for the polynomial filter, however, nearest neighbour data association is used for all three filters in this project and is discussed in Chapter 3.

Although the same techniques are used, the different covariance matrices of the filters will lead to different data association performances. The Kalman and RGN filters have slightly different covariance matrices which are used in the computation of the gating function and will thus have an effect on the whether or not the target measurements fall within the gate. Thus true track confirmation, false track confirmation and true track deletion are all metrics of interest. The polynomial filter, as a completely different filter, has multiple stages of initialisation and a different gating technique and so is also expected to perform differently from the other two filters.

Three metrics, true track confirmation, false track confirmation and true track deletion are considered. The three filters are compared against each other for different values for the fading parameter and forgetting factor. Table 4.6 summarises the important simulation parameters that are used.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of detection ($P_d$)</td>
<td>0.7</td>
</tr>
<tr>
<td>Number of clutter points per area ($\beta_{fa}$)</td>
<td>8.3e-6</td>
</tr>
<tr>
<td>Gate size (Kalman and RGN)</td>
<td>100</td>
</tr>
<tr>
<td>Gate size polynomial (0th and 1st degree)</td>
<td>5 Hz, 5 km</td>
</tr>
<tr>
<td>Gate size polynomial (2nd degree)</td>
<td>100</td>
</tr>
<tr>
<td>$M$-out-of-$N$ logic</td>
<td>3-out-of-4</td>
</tr>
</tbody>
</table>

The large gate sizes used could result in many false tracks being confirmed. However, they were selected after a tuning process to accommodate the large variations in the range measurements.

Specific simulation environments were built for each of the metrics. True track confirmation was assessed by generating a target for four CPIs in an environment free of clutter. This simulation was run 1000 times, counting the number of times the track was confirmed by the $N$-out-of-$M$ track confirmation logic. Dividing
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this number by 1000 gives a probability of true track confirmation ($P_{ttc}$).

The propensity of each filter to falsely confirm tracks was assessed by counting
the number of number of false tracks confirmed in 1000 opportunities. This was
done by running the filters for four CPIs (enough to allow track confirmation) in
a target-free clutter environment and then counting the number of false tracks
confirmed. This was repeated 1000 times, the tallies for each run being adding
to the false track confirmation counter.

True track deletion was evaluated by counting the number of times the target
track (which persists for 100 s) is prematurely deleted in 1000 runs. While there
is no clutter, missed detections do occur. Dividing this tally by 1000 gives a
probability of true track deletion ($P_{ttd}$).

Tables 4.7, 4.8 and 4.9 show the results. The polynomial filter was not affected
by changing the fading parameter. This is expected for the track confirmation
tests, as the earliest the transition to the FMP occurs is after $k = 15$, but not
for track deletion.

The Kalman filter has a very low probability of true track confirmation. Com-
paring this value to the RGN when $\lambda = 1$ shows that it is most likely as a result
of filter covariance initialisation. Decreasing $\lambda$ results in increasing $P_{ttc}$. The
polynomial achieves the highest $P_{ttc}$.

Table 4.7: Probability of true track confirmation for the three different filters
with different values of $\lambda$. The probability of detection is 0.7.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>0.652</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.641</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.201</td>
<td>0.8</td>
<td>0.616</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.586</td>
<td>0.671</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.565</td>
<td></td>
</tr>
</tbody>
</table>

The number of false tracks confirmed, shown in Table 4.8, is low for both the
polynomial and Kalman filers. The RGN filter, however, confirms a large number
of false tracks. The number decreases with increasing $\lambda$ but remains extraordi-
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narily high even when $\lambda = 1$. Again, this difference is as a result of the filter covariance matrix.

Table 4.8: The number of false tracks confirmed for the three different filters with different values of $\lambda$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>1237</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>836</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>0.8</td>
<td>590 11</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>351</td>
<td></td>
</tr>
</tbody>
</table>

The probability of true track deletion evaluates how easily a track is deleted as a result of missed detections and measurements falling outside the gate. As a result, increasing $P_d$ results in a decrease in $P_{ttd}$. The results in Table 4.9 show the Kalman filter as having a very high $P_{ttd}$. This result is closely related to the $P_{ttc}$ in Table 4.7 as they both depend on measurements falling within the gate. The polynomial filter has the lowest $P_{ttd}$ while increasing the RGN filter’s forgetting factor increases the $P_{ttd}$ from a starting value only slightly above the polynomial.

Table 4.9: Probability of true track deletion with $P_d = 0.7$ for the three different filters with different values of $\lambda$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>0.462</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.467</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.891</td>
<td>0.501</td>
<td>0.435</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.501</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.532</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Conclusions

In this chapter, the tracking filters under discussion are tested against various performance metrics. The metrics considered are computational load, RMS
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tracking errors, variance of the tracking errors, maximum tracking errors as well as true track and false track confirmation and true track deletion.

The metrics considered give an all round indication of each filter’s suitability to range-Doppler tracking. As was expected from the literature in Chapter 2, the polynomial filter is computationally more burdensome than the Kalman and RGN filters. This is in spite of the relatively simple update equations and is caused by the overhead associated with the composite implementation. Reducing the degree of the polynomial filter would improve the computational load and is worth investigating.

In addition to this, the initialisation of the filters can be improved by carefully considering the variables that are defined. It was shown that this had a significant effect on the execution time of the filter initialisations. Further efforts in this regard would improve the computational load of all the filters in question.

Moving on to the tracking errors, the RMS range errors showed no response to a different target transition model. The errors obtained by all the filters were very similar for both the linear and turning target models. The same cannot be said for the RMS Doppler errors. The polynomial filter’s performance was worse for the turning target.

In general, the Kalman filter tracked range and Doppler better than the other filters. The polynomial filter requires a compromise between good range tracking and good Doppler tracking. That compromise most likely lies between $\theta = 0.8$ and $\theta = 0.9$. The RGN filter improves in both range and Doppler tracking with increasing values of $\lambda$. The fact that in some cases it does not meet the performance of the Kalman filter points to the importance that the filter and measurement covariance matrices play. Thus careful consideration needs to be given in the selection of these parameters.

The polynomial filter performed the best in the data association experiments. It achieved the best probability of true track confirmation, the lowest probability of false track confirmation and confirmed the fewest false tracks. The gate sizes for the RGN and Kalman filter were very large yet the Kalman filters true track
confirmation probability and number of false tracks confirmed was low. This sug-
ests poor covariance matrix selection. The RGN filter, with different filter and
measurement covariance matrices (by choice and not theory) performs far better.
Thus, it becomes clear that there is also a trade-off between tracking accuracy
and data association performance for the Kalman/RGN filters, determined, in
part by the selection of their covariance matrices.

While these conclusions are interesting and demonstrate a trade off between
tracking accuracy and data association performance, it remains to be seen how
the filters perform on real commensal radar data. These experiments are per-
formed in the next chapter.
Chapter 5

Application to real data

Chapter 4 presents interesting results regarding the filters’ performance on simulated data. However the validity of these results is contingent on the accuracy and life-likeness of the simulation environment. Thus, before any real conclusions can be drawn on the filters, they need to be applied to real data.

This chapter makes use of recorded FM band commensal radar data. The three tracking filters are applied to the data to give a more accurate indication as to how well the filters can track targets in range and Doppler. Simulations are, at best, very simplistic assumptions of the real world and can easily overlook aspects of the real world that have significant effects.

The challenge involved in real data tracking is estimating the parameters such as measurement noise covariance matrices as well as initial values of filter covariance matrices. Appropriate gate values must also be selected.

These aspects, along with the effects of the fading parameter and forgetting factor, will be investigated in this chapter so that the targets can be successfully tracked.
5.1 Integration

Running the filters on real commensal radar data requires some level of integration into the RRSG’s ‘commensal radar’. Figure 5.1 shows the steps performed by the commensal radar’s data processor. The clutter cancellation, using the conjugate gradient method, removes most of the clutter. After this, the cross-ambiguity function is computed by cross-correlating the surveillance channel with multiple Doppler-shifted copies of the reference channel. These cross-ambiguity functions are then displayed by ARDView as ARD plots. ARDView is software which forms part of a PhD thesis [39] and is an integral component of the commensal radar [10, 8]. In addition to plotting the cross-ambiguity functions, ARDView implements a CFAR detector to detect targets (Figure 5.2). Once the targets have been detected, range-Doppler tracking can be performed.

While not in permanent operation, regular measurement campaigns involving portable receivers mean that there is an abundance of archived commensal radar data which can be analysed in ARDView. A variety of CFAR detection algorithms are catered for and can be performed along either the range or Doppler dimension. For these experiments, a greatest-of CFAR detector along the Doppler dimension was found to perform well and is used throughout the experiments. The CFAR detection data is then streamed to MATLAB for tracking.

The MATLAB code plots the detections on a bistatic range versus bistatic velocity scale. Bistatic velocity and bistatic Doppler frequency are related by the wavelength. Bistatic velocity is favoured here over bistatic Doppler frequency because it is more meaningful.

Due to the fact that centroiding functionality has not yet been built into ARD-
Figure 5.2: Screenshot of ARDView which is used to provide the filters with detection data.

View, a single target often appears as up to ten closely spaced detections with the same bistatic velocity and closely spaced in range. This will be clear in the plots that follow in the next section and obviously results in multiple tracks being formed for a single target. As the target progresses along its trajectory, these tracks are either maintained or deleted depending on the measurements available. This is unideal and so a simple centroid function was written to resolve the multiple detections of a target into a single detection.

The function operates by searching through the detection matrix for all the measurements with the same bistatic velocity. The bistatic ranges of these variables are averaged to produce a single aggregate bistatic range, which together with the bistatic velocity measurement, forms the new centroided measurement. Of course, clutter points sharing the same bistatic velocity but with significantly different range points could skew the data, however the low clutter density and good bistatic velocity resolution makes this quite unlikely. The function is not perfect, but targets are reduced to two detections at worst, which is acceptable
for this application.

## 5.2 Target of interest

The RRSG has various datasets of commensal radar measurements resulting from various measurement campaigns making use of several receiver sights. Targets come and go in these datasets quite frequently, though rarely exist for more than 30 CPIs.

The dataset focused on in the experiments to follow was recorded on 8 December 2011 using Constansiaberg’s Five FM transmissions at 89 MHz. The receiver site was Malmsbury. The dataset specifies a best case range resolution of 1171 m and a Doppler resolution of 0.25 Hz.

At the very beginning of this dataset, a target appears at a bistatic range of about 200 km and a Doppler frequency of 115 Hz (the CFAR display shows Doppler and not velocity). The target persists for about 30 CPIs and closes in range while its Doppler frequency remains fairly constant. This target is used to compare the filters and is henceforth referred to as the ‘target of interest’. The ‘phosphor trace’ of the target of interest is clearly visible in Figure 5.3. Other targets do appear later in the dataset, but do not persist for very long.

The target of interest is missed (not detected by the CFAR) only once during its persistence. Range smear is confined to about 10 km. When the CFAR’d data is passed to MATLAB, a range smeared target appears as several detections closely spaced in range and sharing the same Doppler.

## 5.3 Results

We begin our experiments with the Kalman filter. The filter is initialised in the exact same manner as in Chapter 4 and all parameters are kept the same.

The filter fails to track the target of interest. In addition to this, false tracks
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Figure 5.3: The ‘phosphor trace’ of the target of interest can be seen in the CFAR output starting at about 200 km and 115 Hz.

run wild across the bistatic range-velocity plot, with detections having large differences between bistatic velocity being associated with one another. This behaviour, which is shown in Figure 5.4, is clearly as a result of the very large gate ($G = 100$).

To minimise the number of false detections, the gate size is reduced in stages and the results are observed. Values below ten begin to produce an acceptably low number of false tracks. Decreasing the gate all the way down to $G = 2$ all but eradicates the false tracks. The true targets, however, are still not tracked.

This problem is addressed by tweaking the measurement noise covariance matrix. The estimation of the variance of the range measurement errors used in the simulations in Chapter 4 ($\sigma^2_R = 45$) worked suitably well. However, this value is very low given the nature of the measurements and thus likely the cause of no true track confirmations.

Keeping $G = 2$ then, $\sigma^2_R$ is increased systematically. A much higher value of $\sigma^2_R = 100e3$ resulted in the target of interest’s track being confirmed after 14
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![Tracking filter output showing poor tracking performance for Kalman filter with large gate.](image)

Figure 5.4: Tracking filter output showing poor tracking performance for Kalman filter with large gate. The red lines are false tracks and the blue circles are the detections from the CFAR detector.

CPIs but is lost shortly afterwards. Having achieved true track confirmation, the gate is increased to $G = 4$, and the track is confirmed after 4 CPIs. This track is then lost and subsequently reacquired several times during the target’s persistence, but very few false tracks occur. The confirmed track can be seen in Figure 5.5.

Increasing the gate to $G = 6$ sees further improvements, with the track being confirmed after 3 CPIs - the first opportunity for track confirmation. The target is tracked continuously for about 25 CPIs after which an incorrect measurement assignment results in track divergence. This divergence is shown in Figure 5.6 and is as a result of the larger gate allowing detections which are fairly distant in the bistatic velocity dimension to be associated. Clearly, a larger gate improves the probability of track confirmation and track maintenance at the expense of more false tracks. However, with this gate value, the false tracks that do appear are soon deleted and do not run wild as was illustrated in Figure 5.4.

The range error variance and gate size arrived at in the above experiments are taken to be somewhat optimal - balancing true track initiation probability against false track confirmation and true track deletion probabilities. Thus, it is these values ($\sigma^2_R = 100e3$ and $G = 6$) that are used in the following experiments with the RGN filter.
Figure 5.5: Deleting and reacquiring the target results in this short target track.

Figure 5.6: Tracking filter output showing the wrong measurement being assigned to the filter resulting in true track being lost.
5.3. RESULTS

Figure 5.7: The RGN filter tracking the target of interest for the duration of its persistence with $\lambda = 0.8$.

Starting with $\lambda = 1$, the target of interest is confirmed after 3 CPIs. The filter goes on to behave similarly to the Kalman filter above, with the track being deleted and reacquired several times during the target’s persistence. The same measurement assignment error occurs, resulting in the track diverging. The number of false tracks confirmed is similar.

Decreasing $\lambda$ to 0.8 sees the track still being confirmed after 3 CPIs. The target is tracked better however, with no track deletions occurring. The target is tracked for the duration of its persistence. This complete track is shown in Figure 5.7. Targets which appear later on in the dataset are also tracked very well. Figure 5.8 shows the phosphor trace of these targets in the CFAR display as well as the target tracks.

Further decreasing $\lambda$ to 0.6 results in the tracking filter’s performance degrading. More false tracks are formed which span the entire velocity axis. The false tracks persist for many CPIs, sometimes tracking true targets as well.

In considering the polynomial filter, all initialisations and parameters are kept the same as in Chapter 4. This involves an initial gate of 2 m/s for velocity measurements and 5000 m for range measurements. After transitioning to the 2nd degree expanding memory polynomial when $k = 8$, elliptical gating is employed with a gate size $G = 100$. 
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Figure 5.8: Three targets appear later on in the data set (top). The three targets being tracked by the RGN filter with $\lambda = 0.8$ (bottom).
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Starting with a fading parameter of $\theta = 0.99$, the track is confirmed after 3 CPIs. The target is successfully tracked for the duration of its persistence. After the target disappears, the track is appropriately deleted. The tracking performance is similar to that of the Kalman filter. While the target of interest is successfully tracked, other targets which appear later in the dataset are not always confirmed and tracked.

In an attempt to improve true track confirmation, the rectangular gate size is increased to 5 m/s and 15 km, then to 10 m/s and 20 km. Larger gates do result in more of the other targets being tracked and while false tracks appear slightly more often, they are still kept to a minimum. This is an expected trade off with increasing the gate sizes.

As performance is still not satisfactory, the initial rectangular gate is done away with and replaced by an elliptical gate, taking into account filter covariance and measurement noise covariance matrices. Again, performance improves slightly (in terms of track confirmation), but tracking performance remains on a par with the Kalman filter.

Due to the fact that the tracks never persist for much more than 10 CPIs ($k \leq 10$), the transition to the FMP never occurs. Even for low values of $\theta$, such as $\theta = 0.6$, the transition only happens at $k = 11$.

5.4 Conclusions

This chapter detailed the application of the three tracking filters to real commensal radar data.

The first conclusion that can be made is that the simulated and real data are very different. Applying the exact same filters to the simulated and real data results in very different tracking performance. More false tracks were formed by the Kalman and RGN filters and the Kalman failed to successfully initialise the target of interest.
Tweaking the measurement error covariance matrix and gate parameters improved the performance of all the filters. The Kalman was able to track the target of interest competently enough, but was outshone by the RGN filter with $\lambda = 0.8$. In this configuration the target was tracked from beginning to end. More false tracks occurred with lower values of $\lambda$, but occurrences were acceptable for $\lambda = 0.8$. As expected from Chapter 4’s results, the polynomial filter confirmed the fewest false tracks, but surprisingly, was not as competent at confirming true tracks. This somewhat strange behaviour of the polynomial filter could be due to the measurement noise covariance matrix and can be investigated further.

In addition to this, it would be interesting to investigate the performance of other data association methods. As the problems experienced here (track deletion, false track confirmation and track initiation) are essentially data association problems, it would certainly be worthwhile exploring multiple hypothesis tracking and joint probabilistic data association techniques.

Unfortunately, as truth data was unavailable, tracking errors were not obtainable. However, given the successful tracking shown (particularly by the RGN filter), it would be fair to assume these errors to be reasonable. However, individual filters cannot be directly compared.
Chapter 6

Conclusions and recommendations

The objective of this project was to evaluate several tracking filters assigned to the task of range-Doppler space tracking. This is intended to aid the identification of targets in ARD plots and involved using simulated measurements and then real commensal radar measurements. The Kalman, recursive Gauss-Newton and polynomial filters were considered.

A simulation environment was built in MATLAB and used to evaluate the filters based on several performance metrics. The performance metrics considered were computational load, tracking errors and data association statistics. The next step was to apply the tracking filters to real commensal radar data.

The conclusions drawn from the above steps are presented in the next section and are followed by recommendations that can be made for future work.

6.1 Conclusions

The three filters are derived using different methods. The Kalman and RGN filters, which take the probabilistic and statistical approaches respectively, end
up as two very similar filters, differing only by the forgetting factor of the RGN filter. The polynomial filter uses the least squares method like the RGN filter, but by fitting a \( m \) degree polynomial to the observation data instead.

Out of these three filters, the RGN filter was found to perform the best, having a low computational load, good tracking errors and good data association statistics. Of the three filters applied to the commensal radar data, it performed the best, tracking all the targets with few false tracks being formed.

Detailed conclusions for each of the filters are presented below and are followed by recommendations for future work.

### 6.1.1 Kalman filter

The ubiquitous Kalman filter, derived from probabilistic methods and widely studied, was found by Howland to work well for range-Doppler tracking applications. It is favoured over the many other filters for its computational efficiency.

The filter performed well in the target tracking simulations by quickly settling to reasonably low tracking errors. While the polynomial filter showed the potential to improve on the Kalman filter’s results, convergence was slow.

However, the Kalman filter’s data association statistics were poor. The probability of true track confirmation was low, while many false tracks were confirmed. True track deletion was also poor. This was, however, shown to come from the filter covariance initialisation. This was demonstrated by the RGN filter with a forgetting factor of unity (which had a different filter covariance matrix initialisation). Thus, the importance of proper parameter selection was demonstrated and the Kalman filter’s performance in this regard can easily be improved on.

Applying the filter to real data required some tuning of the parameters, notably the measurement noise covariance matrix as well as the gate. This tuning led to reasonable tracking performance, although the target of interest was lost and reacquired from time to time.
On the whole, the Kalman filter lived up to its reputation and performed well in all regards.

6.1.2 Polynomial filter

The literature suggested that the polynomial filter might perform well from the data association point of view, but at greater computational cost.

Computationally, the polynomial was indeed found to be more expensive. While the actual update equations are quite simple, the decision logic associated with the composite polynomial filter makes it slightly more expensive than the Kalman and RGN filters.

The literature’s conjecture was further confirmed by the data association simulations where the polynomial filter performed the best out of the three tracking filters. The filter confirmed the fewest false tracks, had the highest probability of true track confirmation and the lowest probability of false track confirmation.

When applied to the real commensal radar data however, the polynomial filter was outshone by the RGN filter. While the polynomial filter still confirmed the fewest false tracks, and was not susceptible to false tracks spanning the Doppler/velocity axes, it did not confirm true tracks as effectively as was suggested by the simulations. This behaviour points to gating techniques, track confirmation logic and data association techniques. The filter’s fading parameter did not come into play as the track seldom lasted long enough for the transition to occur.

In terms of tracking errors, the polynomial filter was found to be sensitive to changes in its fading parameter. A compromise was found to exist between accurate range tracking and accurate Doppler tracking. Trends showed that the polynomial’s range errors decreased to values lower than those of the other filters. However, this convergence took much longer than the other filters. This is likely an effect of the polynomial’s tedious initialisation procedure and susceptibility to quick settling. Transitions from one polynomial degree to another were observed.
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to cause large disturbances in tracking errors.

While the polynomial filter performed well in all the simulations, with excellent data association performance at the cost of slightly greater computational load and greater errors, its application to real data showed slightly disappointing performance.

6.1.3 RGN filter

The RGN filter is derived from statistical methods and introduces a forgetting factor to exponentially diminish the significance of older measurements. The filter arrived at is identical to the Kalman filter, differing only by the forgetting factor which is applied to the covariance matrix.

As expected, the computational load of the RGN filter is very similar to that of the Kalman filter and is not as high as that of the polynomial filter. In fact, with filter covariance computation used, the RGN filter was more efficient than the Kalman filter (although the same filter covariance computation can be used for the Kalman filter too).

The modifications made by the forgetting factor to the filter’s covariance matrix were noticeable in the data association simulations, with higher forgetting factors decreasing the probability of true track confirmation while increasing the number of false tracks confirmed.

These observations were echoed when the tracking filter was applied to real data. A compromise of \( \lambda = 0.8 \) was found to yield performance far superior to the other filters. The RGN filter confirmed most of the target tracks in the dataset and tracked the target of interest the best out of the three filters.

The tracking errors obtained from the simulations showed a trend of improving tracking performance with increasing values of forgetting factor. As expected, a forgetting factor of unity lead to Kalman like performance for both range and Doppler tracking.
6.2 RECOMMENDATIONS

However, different filter covariance matrix initialisations and filter covariance update equations were observed to have significant effects on filter performance. A trade off was observed between tracking accuracy and data association performance. Methods leading to lower tracking errors resulted in poorer data association statistics and vice versa. The same observation applies to the forgetting factor.

As tracking targets in real data is what we are interested in, the RGN filter certainly appears to be the tracking filter of choice for this application, although future work might show otherwise.

6.2 Recommendations

Based on the above conclusions, the following recommendations for future work are made:

- For all three filters, further analysis can be carried out on the effects of the filter, measurement noise and process noise covariance matrices. These matrices play an important role in filter performance as well as the data association performance.

- Multiple hypothesis tracking and probabilistic data association methods are worth investigating. While the nearest neighbour technique was adequate, further improvements in tracking performance could be obtained by exploring other approaches.

- While the polynomial filter’s performance was not the best, further experimentation could improve its performance. The filter struggled to confirm true tracks, a problem which could be explored by relaxing the $M$-out-of-$N$ requirements (say to 3-out-of-5, for example). A completely different track confirmation method could also be explored.

- In addition to this, it would be worthwhile implementing a 1st degree polynomial filter. The second degree filter implemented here results in
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longer delays before the transition to the FMP. Given the fleeting nature of many of the targets in the commensal radar data, this hampers the filter somewhat as the FMP stage is never reached.

- In order to obtain a better comparison between the filters, a consistent set of performance metrics, assessing smoothness amongst other things, must be developed.
Appendix A

Polynomial equations

For convenience, this appendix contains the polynomial equations from Morrison’s book [17] that are used as a part of the composite polynomial filter.

A.1 Expanding memory polynomial

Firstly, the expanding memory polynomial’s update and covariance equations are presented.

A.1.1 Update equations

0th degree:

\[(z_0^*)_{n+1,n} = (z_0^*)_{n,n-1} + \frac{1}{(n+1)}\epsilon_n\]  \hspace{1cm} (A.1)

1st degree:

\[(z_1^*)_{n+1,n} = (z_1^*)_{n,n-1} + \frac{6}{(n+2)(n+1)}\epsilon_n\]  \hspace{1cm} (A.2)
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\[ (z^*_0)_{n+1,n} = (z^*_0)_{n,n-1} + (z^*_1)_{n+1,n} + \frac{2(2n + 1)}{(n + 2)(n + 1)} \epsilon_n \]  \hspace{1cm} (A.3)

2nd degree:

\[ (z^*_2)_{n+1,n} = (z^*_2)_{n,n-1} + \frac{30}{(n + 3)(n + 2)(n + 1)} \epsilon_n \]  \hspace{1cm} (A.4)

\[ (z^*_1)_{n+1,n} = (z^*_1)_{n,n-1} + 2(z^*_2)_{n+1,n} + \frac{18(2n + 1)}{(n + 3)(n + 2)(n + 1)} \epsilon_n \]  \hspace{1cm} (A.5)

\[ (z^*_0)_{n+1,n} = (z^*_0)_{n,n-1} + (z^*_1)_{n+1,n} - (z^*_2)_{n+1,n} + \frac{3(3n^2 + 3n + 2)}{(n + 3)(n + 2)(n + 1)} \epsilon_n \]  \hspace{1cm} (A.6)

A.1.2 Covariance matrix

The covariance matrix for the expanding memory polynomial filter can be calculated from:

\[ S^*_{n+1,n} = \sigma^2_v Q(n + 1)Q(n + 1)^T \]  \hspace{1cm} (A.7)

where \( \sigma^2_v \) is the variance of the observation errors and the elements of \( Q(n + 1) \) for \( i, j = 0, 1, \ldots, m \):

\[ [Q(n + 1)]_{i,j} = \frac{1}{i!} \frac{d^i}{dr^i} \phi_j(r)|_{r=n+1} \]  \hspace{1cm} (A.8)

A.2 Fading memory polynomial

The fading memory polynomial update and covariance equations are presented here.
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A.2.1 Update equations

0th degree:

\[(z_0^n)^{n+1, n} = (z_0^n)_{n,n-1} + (1 - \theta)\epsilon_n\] (A.9)

1st degree:

\[(z_1^n)^{n+1, n} = (z_1^n)_{n,n-1} + (1 - \theta)^2\epsilon_n\] (A.10)

\[(z_0^n)^{n+1, n} = (z_0^n)_{n,n-1} + (z_1^n)_{n+1,n} + (1 - \theta^2)\epsilon_n\] (A.11)

2nd degree:

\[(z_2^n)^{n+1, n} = (z_2^n)_{n,n-1} + \frac{1}{2}(1 - \theta)^3\epsilon_n\] (A.12)

\[(z_1^n)^{n+1, n} = (z_1^n)_{n,n-1} + 2(z_2^n)_{n+1,n} + \frac{3}{2}(1 - \theta)^2(1 + \theta)\epsilon_n\] (A.13)

\[(z_0^n)^{n+1, n} = (z_0^n)_{n,n-1} + (z_1^n)_{n+1,n} - (z_2^n)_{n+1,n} + \frac{3}{2}(1 - \theta^3)\epsilon_n\] (A.14)

A.2.2 Covariance matrix

The covariance matrices for the fading memory polynomial are calculated as:

\[S_{n+1, n}^* = \sigma_v^2 F(r)AF(r)^T\] (A.15)

where \(\sigma_v^2\) is the variance of the observation errors (which are necessarily equal) and:

\([F(r)]_{i,j} = \frac{(-1)^i}{i!} \frac{d^i}{dr^i}P_j(r)\] (A.16)
and the elements of $A$ for $\lambda, \mu = 1, 2, \ldots, m$ are:

$$a_{\lambda,\mu} = \binom{\lambda + \mu}{\lambda} \frac{1 - \theta}{(1 + \theta)^{\lambda + \mu + 1}}$$ \hspace{1cm} (A.17)
Appendix B

Additional results

The Doppler error variances and maximum errors, which are referred to in Chapter 4, are presented here.

Table B.1: Variance of the Doppler errors for the three different filters with different values of $\lambda$ and $\theta$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>$\theta$</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>3.571e-03</td>
<td>0.7</td>
<td>4.515e-03</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>3.527e-03</td>
<td>0.8</td>
<td>3.365e-03</td>
</tr>
<tr>
<td>3.475e-03</td>
<td>0.8</td>
<td>3.533e-03</td>
<td>0.9</td>
<td>3.667e-03</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>3.472e-03</td>
<td>0.95</td>
<td>5.936e-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3.416e-03</td>
<td>0.99</td>
<td>6.349e-03</td>
</tr>
</tbody>
</table>

Table B.2: Aggregate of the maximum Doppler errors in a given scan for the three different filters with different values of $\lambda$ and $\theta$.

<table>
<thead>
<tr>
<th>Kalman</th>
<th>$\lambda$</th>
<th>RGN</th>
<th>$\theta$</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6</td>
<td>2.721e-01</td>
<td>0.7</td>
<td>3.037e-01</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>2.703e-01</td>
<td>0.8</td>
<td>2.546e-01</td>
</tr>
<tr>
<td>2.695e-01</td>
<td>0.8</td>
<td>2.717e-01</td>
<td>0.9</td>
<td>2.597e-01</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>2.712e-01</td>
<td>0.95</td>
<td>3.137e-01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.652e-01</td>
<td>0.99</td>
<td>3.225e-01</td>
</tr>
</tbody>
</table>
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